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ABSTRACT

Human Activity Recognition is one of the most researched topics in
the field of computer vision. It is a powerful tool mainly used to aid
medical systems, smart homes, surveillance, and many more areas.
In this paper, an RGB camera was used to record gym activities such
as push-up, squat, plank, forward lunge, and sit-up. Features were
extracted from the recorded videos and were fed into classification
algorithms such as Support Vector Machines, Decision Tree clas-
sifier, K-Nearest Neighbor classifier, and Random Forest classifier.
The developed models were evaluated using metrics such as accu-
racy, balanced accuracy, precision score, recall score, and F1 score.
The Random Forest Classifier outperformed all the other attempted
methods with an accuracy of 98.98%. A repetition counter was de-
veloped, which splits workouts based on local minima analysis, and
correctness of the workout was calculated for each skeletal point
using dynamic time warping. An interactive android application
was built for the user to gain insights on the performed workouts.

CCS CONCEPTS

» Human-Centered Computing — Gestural input; Information
Visualization; « Computer Vision — Scene understanding; Activ-
ity recognition and understanding; Object Recognition; Tracking;
Machine Learning — Supervised learning by regression; Transfer
Learning; Neural Networks.
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1 INTRODUCTION

Machine Learning has its impact in almost every field. Improvement
in hardware has paved the way to perform complex computation
even on small personal devices such as tablets, mobile phones, and
wearable devices. Extensive work has been done to apply machine
learning in building mobile applications to perform various tasks
such as detection of malicious android application [34, 37], driver
behavior prediction [24], identification of alcohol use in young
adults [30], gesture recognition for cognitive assessment [3, 9] and
many more. Most of these applications were designed to assist users,
thereby reduce their efforts in those tasks.

Data that was collected in the year 2015 stated that nearly forty
percent of Americans suffered from obesity, and thirty-two percent
were overweight [6]. The authors in [1] stated that a sedentary
lifestyle leads to higher risks of cardiovascular disease, diabetes,
depression, and many more. According to work done in [11], the
authors concluded that high muscular and cardio-respiratory fit-
ness improves the overall quality of life. A healthy lifestyle can be
achieved through proper food habits, sound sleep, and frequent
workouts.

There are many mobile phone applications and wearable tech-
nology services for tracking food, sleep, and fitness. Tracking food
is trivial as it requires the user to enter the food consumed, and the
application provides insights on the data entered. Similarly, track-
ing sleep is achieved through various wearable sensors, which give
insights on sleeping patterns. When it comes to fitness, one of the
significant concerns with the existing mobile applications is that
it cannot validate the correctness of the workouts. This problem
can be solved by hiring a trainer/expert, which might be expensive.
Our proposed system uses computer vision and machine learning
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to monitor the correctness of the workout performed and provides
personalized feedback.

The composition of the proposed work is split into five sections
and is listed as follows. Section 2 discusses the list of previous
works related to the various approaches used by researchers to solve
problems in Human Activity Recognition (HAR). Section 3 talks
about the system architecture used for the proposed system. Section
4 discusses the experimental results obtained using the proposed
method. Section 5 concludes the paper based on the achieved results.

2 RELATED WORKS

This section talks about the previous works done by researchers
in the field of HAR using both Inertial-Sensor based and Vision-
based approaches. It also discusses the works related to Human
Gym Activity Recognition and draws a comparative study with the
various approaches used in the referred papers, along with their
limitations.

Human Activity Recognition (HAR) mainly focuses on recog-
nizing actions performed by one or more agents, from a series of
observations on agents’ actions and the environmental conditions.
HAR has various applications in real-life such as assistive living in
a smart home [19, 29], health care monitoring system [12, 22, 23],
and many more [28]. Different sensors such as RGB camera, motion
sensors, depth camera, and many more can be used to obtain data
of the activities performed. In general, there are two approaches to
solve HAR problems, namely, Inertial-Sensor based approach and
the Vision-based approach [10].

In the Inertial Sensor-Based approach, an inertial sensor is at-
tached to the body of the user performing the activities. The data
of the activity performed is collected using the inertial sensor and
is fed into the classification algorithms [33]. It has been used by
Hsu et al. in [13] to develop an inertial sensor network capable of
recognizing 10 domestic activities and 11 sports activities. The de-
veloped inertial sensor network consisted of an accelerometer and
gyroscope. Also, Lee et al. in [31] used data from an accelerometer
to classify daily human activities, where a one-dimensional Convo-
lutional Neural Network (CNN) was used for the classification.

The Vision-based approach uses an RGB or RGB-D camera to
record the participants’ activities. The recorded videos are fed into
CNN-based feature extraction algorithms, and the extracted fea-
tures are fed into classification algorithms [25]. It has been used by
Babiker et al. in [2] to develop a computer vision-based surveillance
system capable of recognizing malicious human movement. For this
purpose, the authors used various digital image processing tech-
niques and a multi-layer feed-forward perceptron neural network
to classify the activities.

Liu et al. in [20] used a distributed RGB-D camera network to
capture action sequences from different angles and combine using
Information-Weighted Consensus Filter ICWF). Based on the anal-
ysis, the authors concluded that the model improved the accuracy
of action recognition. Bakalos et al. in [4] used a deep-NARMA
filter with multi-modal fusion to recognize unusual behavior. The
authors concluded that the model was able to adapt to dynamic
events such as unusual behavior. Kosmopoulos et al. in [17] used a
Bayesian filter based classification supported by Hidden Markov
Model (HMM) to recognize behavior in workflows. The developed
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model produced promising results in real-time when tested with
challenging real sequences.

Devanne et al. in [8] used a Dynamic Naive Bayes classifier
to model segmented human motions from an RGB-D setup for
capturing the different dynamics of human motion. The authors
concluded that the developed model outperformed the other state-
of-the-art methods for the online detection of human behavior.
Wu et al. in [35] developed a 3D motion scale-invariant feature
transform for describing the information in RGB-D videos. The
output was then fed into an HMM to recognize human behavior.
The authors concluded that the model provided better recognition
performance in real-time.

The problem statement chosen in this paper is a subset of HAR
called Gym Activity Recognition (GAR), where the chosen activities
are a set of exercises and the personalized system was created using
an android application, where each user can use the application to
track the details of his/her workouts. Many authors have tried to
solve GAR using different approaches by using different sensors.
Qi et al. [26] used an electrocardiogram for recognizing the gym
activities where a neural network was used for classifying sedentary
and aerobic activities, and an HMM was used classifying free weight
activities. The electrocardiogram was attached to the subject’s chest
for this purpose.

The authors in [5] used a passive capacitive based approach
to detect gym activities and count the repetitions. A microwatt
level power consumption based sensor was attached to one of the
subject’s leg. Qi et al. in [27] used a wristband and a belt based
accelerometer to detect and classify physical activities where the
obtained data was then fed into an Artificial Neural Network for
classification. Ten subjects wore the wrist band and the belt for
obtaining the data. In [38], the authors used an accelerometer for
recording the subject’s data, which was then used for classifying the
gym activities with similar movements and calculating the amount
of energy exerted by the subject in performing the same.

A personalized system using HAR was developed, keeping in
mind that every person differs in height, weight, and current needs.
Authors have developed many machine learning-based personal-
ized systems such as recognition of driver state [36], a textile-based
sensor system for health care [21], machine learning-based heating
system [16], and many more. Generally, when a machine learning-
based personalized system is developed, the machine learning al-
gorithms are trained on an existing dataset or a dataset developed
by the authors to solve a specific problem. The trained model is
then used for predicting the result on the data generated by the
user and provide insights specific to the user’s data. Many authors
have used a similar setup for developing applications such as facial
recognition based course attendance [32], hand gesture recognition
[18], computer vision-based assistance for visually impaired [15],
and many more.

The model proposed in this paper comprises of a personalized
system used for giving feedback to the user using an interactive
android application, where the feedback is for a gym activity per-
formed in front of a web camera. The feedback consists of the follow-
ing: (1) name of the activity performed; (2) number of repetitions;
(3) the level of correctness at which the activity was performed.

The approach used by the authors in [4, 8, 20, 35] for recording
the data (i.e., using RGB-D camera setup) performed by the subject
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Figure 1: System Architecture

was not used in this paper because the paper was aimed at provid-
ing the end-user a simple product with cost-effective components.
Similarly, the approach in [17] was aimed at detecting unusual
behaviors of multiple users in a video frame, whereas this paper
was focused on developing a model for a single user in a video
frame. Also, the various works mentioned above under the area of
GAR use wearable sensors for implementation, which are obtrusive,
whereas our proposed system is non-obtrusive.

3 PROPOSED SYSTEM

Fig. 1 shows the system architecture used for the proposed system
and the modules in the figure are colored based on the following
basis: (1) modules that were used only during the training stages are
colored yellow, (2) modules that were used only during the testing
stages are colored blue, and 3) modules that were used only during
both the training and testing stages are colored green.

3.1 Dataset Creation

The videos used to train the models were recorded using an RGB
camera in the Google Pixel 3a mobile phone, and the videos used
to test the models were recorded using a Logitech Web Camera.
The videos were recorded with a frame size of 1920 x 1080 at a
frame rate of 30 frames per second. The recorded videos contain
five gym activities, namely: push-up, squat, plank, forward lunge,
and sit-up, and four subjects were asked to perform the workouts
individually. All the subjects were of gender male, with a mean age
of 21.75 (standard deviation = 1.758), and with a mean height of
168.96 cm (standard deviation = 3.793).

Each subject had to perform one repetition of plank for 10 sec-
onds and 15 repetitions of the remaining workouts. Only one repeti-
tion of the plank was recorded because the subject’s body movement
does not change throughout the activity. The examples of frame
representation for each of the chosen activities are shown in Fig. 2.

It can be observed from all the images in Fig. 2 that only the
right-hand side of the subject’s body is visible to the camera. This
configuration was chosen because the end product will be using a
single web camera, and the objective was to capture the maximum

Kk (d) Forward
Lunge

(a) Push-up  (b) Squat (c) Plan (e) Sit-up

Figure 2: Examples of frame representation for each of the
activities

number of skeleton points in a frame. It was also assumed that the
movement of the left-hand side of the subject’s body would be more
or less similar to the right-hand side movement for the chosen list
of activities.

3.2 Feature Extraction

Each of these videos was processed using the trained CNN called
OpenPose used in [7]. The videos were loaded and saved as a list
of frames. Each frame was resized from 1920x1080 resolution to
640x480 resolution to reduce the time taken to provide the feedback
to the user. The OpenPose model used the resized frames to generate
the skeleton points, where the model was compiled on an Apple
MacBook Pro (13 inches 2019) with a CPU configuration of Intel
8t Generation Core i5 processor and GPU configuration of Intel
Iris Plus Graphics 645. The average execution time was 4 seconds
per frame, and a total of 18 skeleton points were generated for each
frame, which includes nose, neck, eyes, ears, shoulders, elbows,
wrists, hips, knees, and ankles [14]. The generated skeleton points
were saved as a text file for further processing.

3.3 Data Pre-Processing

The text file generated for every video was converted into a Comma
Separated Values (CSV) file, which has 37 columns. The first 18
columns represent the X values of skeleton points in the frame; the
next 18 columns represent the Y values of skeleton points in the
frame, and the last column represents the frame number. The gen-
erated CSV file for every video had a lot of missing value columns
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because only the right-hand side of the body was visible to the RGB
camera during the recording session. Hence, columns belonging to
the left-hand side of the body were dropped.

The balance missing values in the data frame were imputed
using the frame numbers, i.e., if a missing value was found in a
subject’s data, then the frame number was chosen and was then
used for obtaining the values from the corresponding columns of
the subject’s other data for the same activity. If the values were
found, the mean was taken and imputed in the current file, and
if no value was found, the current file’s corresponding column’s
mean value was imputed. Except for the frame number column,
all the columns in the CSV file were normalized using the Min-
Max Normalization, as it helped in calculating the correctness of
workout performed by the user. The formula used for normalization
is shown in (1). The normalization was performed for each video
separately.

Xi — Xmin

X/j= i fmin
Xmax — Xmin

(1)

Where X; is the ith element in the feature, Xpmin 18 the minimum
value of the feature, Xpax is the maximum value of the feature and
X’; is the normalized value of the i element in the feature. The
normalized columns were added into a dictionary along with the
frame number column and converted into a CSV file. The CSV files
from each video were combined into a single file for the training
set. However, for the testing set, there is only one video; hence,
there is no combining of CSV files.

3.4 Android Application

The workout patterns of the user were monitored using an android
application, which consisted of four pages, namely home page, set-
ting page, report page, and workout detail page. Django server was

(c) Detailed Workout Page (d) Settings Page
L0} —— ¥ coordinate (Head)
0.8
0.6
0.4
0.2
0.0
0 100 200 300 400 500 600

Figure 4: A sample of the y coordinate movement of the head
skeleton point in a pushup workout

used to integrate and run the web camera and received the pro-
cessed data and results. The android application pings the Django
server for every 10 seconds to check whether the required results
were available to populate the android application. Fig. 3a depicts
the home page where the user can start and stop the time of his/her
exercise. Fig. 3b represents a pie chart with the number of repe-
titions for each workout. Fig. 3¢ represents the detailed workout
page, along with the accuracy of each posture. Fig. 3d represents
the settings page where the user sets the connection to the Django
server.

3.5 Repetition Counter

This module is used during the testing phase, where the user clicks
the start button in the android application before performing the
workout and clicks the stop button after completing the work-
out. Once the stop button is clicked, the feature extraction module
in Section 3.2 starts extracting skeleton points from each frame.
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Once all the frames are processed, the data is then fed into the
pre-processing module in Section 3.3, and the processed data is
then fed into the best model in Table 2 in a tuple by tuple manner,
where each tuple consists of normalized skeleton points.

Once the prediction is performed, the data is split into multiple
CSV files based on the movement of the nose skeleton point in
the user’s workout. The sample output is given in Fig. 4. More
specifically, when a local minimum is obtained in the movement.
Since the model is not 100% accurate, the majority count of the
classified activity in the separated CSV file is taken as the activity for
the file. The total count is also updated based on this final activity
per file (repetition). As a whole, when using a CPU for computation,
the system takes about 4 minutes to process and provide output for
a workout of 30 seconds in length.

3.6 Correctness of the Workout

Subject 2 happened to be a personal trainer. Hence his workout data
was chosen as the reference file for each of the activities. So each of
the new user’s workout data is compared with the corresponding
reference file for each selected skeleton point. Since the speed at
which the new user performs the workout would be different, a
distance measure called as dynamic time warping was used for
calculating the correctness. For each skeleton point, the calcula-
tion is done separately and is displayed in the android application.
The correctness value for each skeleton point was split into six
categories, which are shown in Table 1.

Table 1: Categories of Correctness of Workout Splitting

Range Definition
>100 Movement is entirely incorrect

<100 and >80 Movement is majorly incorrect

<80 and >60 Movement is minorly incorrect
<60 and >40  Movement is minorly correct
<40 and >20 Movement is majorly correct
<20 and >0 Movement is entirely correct

4 RESULTS AND DISCUSSIONS

This section discusses in detail the results obtained on applying the
Pearson Correlation Coefficient on the training CSV file generated
in Section 3.3. It also discusses the results obtained on feeding the
CSV file into the classification algorithms.

4.1 Correlation between the Skeleton Points
and the Workout

The correlation was found between X values, Y values of the skele-
ton points, and the activity using the Pearson Correlation Coeffi-
cient. The formula for which is given in the equation in (2).

Z(Ai - Am)(Bi - Bm)
V(A = Am)?X(B; — Bm)?

Where A and B are the continuous variables, A; and B; represent
the ith element in the vectors and A, and By, are the mean values
of the corresponding vectors. A heat map was used for visualizing
the generated correlation matrix, where the image in Fig. 5 shows

@)

PAB =

PETRA °20, June 30-July 3, 2020, Corfu, Greece

the correlation between the X values of the selected skeleton points
and the activity.
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Figure 5: Correlation between the X values of the selected
skeleton points and the activity

It can be observed from Fig. 5 that the skeleton points at the
nose, neck, right shoulder, right elbow, right wrist, right eye, and
right ear were negatively correlated with the activity, and the other
attributes were positively correlated with the activity. It is because
of the location of the skeleton points.

4.2 Workout Classification

The combined CSV file was fed into the following classification algo-
rithms: Decision Tree classifier, Support Vector Machine, K-Nearest
Neighbor classifier, and Random Forest classifier. The attempted
models were validated using repeated k-fold cross-validation, where
the number of folds is ten, and the number of repeats is ten. The
total number of iterations is 100, and in each iteration, nine folds of
data would be used for training the model, and the balance one fold
would be used for validating the trained model. The classification
models were evaluated using metrics such as accuracy, balanced
accuracy, macro precision score, macro recall score, and macro F1
score. The performance of the algorithms on the CSV file is shown
in Table 2.

It can be observed that all the models have high performance
in all the metrics. It should be noted that the results shown in
Table 2 used the default values of the parameters in the algorithm.
It can also be observed that the Random Forest classifier model
outperforms all the other attempted models and hence was chosen
as the best model for the personalized system. The confusion matrix
for the Random Forest classifier is given in Table 3.

It can be observed from Table 3 that the model recognized most
of the workouts with a very high distinctive accuracy. It can also
be observed that push-up, plank, and sit-up workouts had minimal
misclassification rates, and the squat had the lowest recognition
rate of 97.6%.

4.3 Correctness of Workout

The distance between each repetition for each activity of subjects
1, 3, and 4 are compared with the selected file of subject two’s
corresponding workout data. The average value of distance for
each skeleton point for all the activities is given in Table 4. From
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Table 2: Performance of the classification algorithms on the CSV file

Model Accuracy Balanced accuracy Precision score Recall score F1 score
Support vector machine 0.8833 0.8833 0.9099 0.7703 0.8008
K-nearest neighbor 0.9779 0.9779 0.9841 0.965 0.9737
Decision tree classifier 0.965 0.965 0.9533 0.9493 0.951
Random forest classifier 0.9898 0.9898 0.9911 0.9835 0.9872

Table 3: Confusion matrix of the random forest classifier model for the validation data

Predicted Label
Push-up Squat Plank Forward Lunge Sit-up

Push-up 359 3 0 0 0

Squat 0 414 0 10 0

True Label Plank 0 0 37 0 1

Forward Lunge 0 6 0 528 0

Sit-up 0 0 0 1 536
Table 4: Result on using Dynamic Time Warping

Activity Subject Nose Neck R Shoulder RElbow R Wrist RKnee R Ankle REye REar
1 8.988 16 9.117 15.578 26.735 10.896 33.508 8.915 8.262
1 3 6.389  13.31 4.602 9.697 18.738 23.332 35.197 6.115 5.216
4 7.387  12.412 5.67 16.835 22.82 14.272 20.184 7.512 5.569
1 13.076  14.349 13.28 12.647 16.923 18.505 24.803 12.529 13.254
2 3 14.118 9.851 13.356 9.445 19.219 12.558 18.711 13.217 11.378
4 13.194 13.569 13.31 15.106 16.42 18.413 22.377 13.146  13.355
1 30.125 43.169 35.014 35.534 27.134 26.729 48.025 32.742  34.933
3 3 28.697 51.996 49.356 59.986 71.681 53.776 69.676 25.08  47.075
4 51.038 56.639 33.197 48.94 56.73 35.949 39.652 56.344 51.521
1 3.943 2.949 3.145 4.013 4.575 12.404 25.956 3.648 3.133
4 3 6.418  7.562 7.495 10.043 10.081 13.84 28.593 6.599  6.965
4 5.079 4.938 5.037 6.723 6.921 24.281 31.082 5.027 4.592
1 8.709 3.167 9.722 52.555 11.636 26.031 30.22 10.034  7.144
5 3 89.983 13.924 38.3 54.501 33.464 28.508 36.997 87.562  37.662
4 19.563  6.042 11.776 50.771 26.044 22.298 43.723 17.234 11.854

Table 4, it can be observed that each subject’s distance from the
reference subject is different, and all of them are non-zero values
indicating that the model had a variety of data to train on. The
difference could also be due to the difference in height and length
of limbs.

5 CONCLUSION

In this paper, gym activities such as the push-up, squat, plank,
forward lunge, and sit-up were used as the list of activities for
recognition. OpenPose was used for extracting the skeleton points
from the videos, and the extracted features were pre-processed
and fed into classification algorithms, namely Decision Tree clas-
sifier, Support Vector Machine, K-Nearest Neighbor classifier, and
Random Forest classifier. Metrics such as accuracy, balanced accu-
racy, macro precision score, macro recall score, and macro F1 score,
were used for evaluating the attempted classification models, and
it was concluded that the Random Forest classifier outperformed
the other attempted classification models. A repetition counter was

developed used for calculating the number of repetitions of each
activity performed by the user. It was developed with the help of
local minima analysis of the movement of nose skeleton point in
the user. Also, the correctness of the workout performed by the
user was calculated with the help of dynamic time warping. The
detailed report was presented to the user in an android application
with an interactive Graphical User Interface.
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